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Fig. 5. Cluster summaries for English for the number of clusters, k, increases from seven to 30. As k increases, we are able to generate more
complete models of human emotion. Since UMAP maintains global relationships among samples, we can visualize the relationships among different
emotions.

of the nominalization particle “Ñ,” which converts nouns
or noun phrases into adjectives (e.g., “ÎP” or happiness
! “ÎPÑ” or happy). An equivalent example in English
would be the use of the suffix “-ness” such as in “hap-
piness.” This suffix converts the adjective “happy” into a
noun. Since FastText uses subword information to generate
its word vectors, the semantic meaning of this character
influences the final word embedding. When UMAP is run
on these embeddings, the inclusion of this character creates
enough separation between the word vectors that all words
containing this character get clustered separately from the
rest of the emotion-concepts list. To resolve this divide,
this cluster was excluded from the analysis since the other
was significantly larger and already contained a superset
of Ekman’s basic emotions. In Russian, there was a similar
separation caused by a noun-adjective divide. Here, the
noun cluster was excluded because it was roughly a quarter
the size of the adjective cluster.

With the translated word vectors, we once again apply
agglomerative clustering to each language. Since this pro-
cess combines the two closest centroids in each iteration, this
clustering can handle situations where one-to-one transla-
tions do not exist. As shown in Table 3, we start experiencing

diminishing returns in all languages around 15 clusters. This
result provides quantitative evidence that all other emotion-
related words can be embedded into the semantic space of
roughly 15 dimensions.

An interesting finding from this analysis is that these
clusters, broadly capture the basic emotions as described
by Ekman (i.e., fear, anger, happiness/joy, sadness, disgust,
and surprise) in each language. Likewise, there seem to be
themes of humor, abnormal behavior, friendliness, anxiety,
and confusion. To ensure our model has coverage across
cultures, we then took the top 50 cluster summary words
from each language and once again performed agglomer-
ative clustering (k=15) to generate a list of cross-cultural
summary words. As a final step, we then manually adjusted
our emotion model by replacing rare or outdated language
with more common English terms. This process provides us
with the final list of 15 high coverage emotion concepts in
Table 4. We repeat this final agglomerative clustering step
for 25 clusters (named HICEM-25) to provide an additional
comparison with similar-sized emotion models.
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“Write me a paragraph.”

AI, 
e.g., ChatGPT

Despite exciting advances in AI, 
we lack symbolic understanding 
of subtle bodily movement.  AI 
systems require inputs and a large 
training corpus in the same 
tokenized (or symbolic) format, 
e.g., text, in order to supply 
reasonable symbolic outputs.

Future HRI Demonstration

Workshops in 
movement studies 
planned for CISE-
area researchers 
(submitted for HRI 
and ICRA ‘24) as well 
as CMA annotators.

Feasibility studies with robots using 
the ABE2 dataset are planned to 
demonstrate the capabilities of the 
BMCA system to enable embodied and 
emotionally-informed AI systems.

We are building a system for collecting expert 
(symbolic annotation) and lay (situated meaning) 
human observations of bodily movement.

The first, pilot dataset 
on the BMCA (ABE2) will 
extend an existing pilot 
dataset (BoLD) allowing 
researchers to study 
relationships between 
bodily movement and 
expressed emotion.

A new open-access 
book provides a 
reference for 
researchers on the 
symbolic system of 
notation.
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Bodily expressed emotion understanding through integrating Laban Movement Analysis
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Figure 1: Example video clips from the BoME dataset
Three sample frames are shown for each clip. Instances of
interest are bounded by red boxes.The LMA motor elements
annotated for each clip are shown.

Fourthly, the concept of emotion is not well-defined in psy-
chology, making it difficult to develop a specific algorithm
to detect a specific emotion. As a result, the gap between
low-level pixel information and high-level emotion labels is
too large for straightforward data-driven approaches, and it
is necessary to develop intermediate representations to assist
AI in bridging this gap.

In facial expression recognition, some studies use the
facial action coding system (FACS) as an intermediate
representation. They first detect Action Units (AUs), which
are defined as the movements of certain facial muscles in
FACS, and then recognize emotions based on these detec-
tions. This approach is motivated by the fact that people
contract specific muscles (AUs) to produce particular facial
expressions (e.g.the corrugator muscle contracts to frown,
expressing anger).

In the same way, we use specific body muscles and parts
of the skeleton to perform actions that communicate our
emotions. For example, people may touch their heads with
their hands when expressing sadness, as shown in the first
example in Figure 1. Just as FACS does in facial expression
recognition, we can describe specific movements that are
common to all humans using the motor elements that make
up those movements and then identify the relationship be-
tween those motor elements and bodily expressed emotion.

Motor elements are often more easily detectable in a
video of a person compared to facial muscle movement.
Additionally, these motor elements often have a clear defi-
nition, making them easy for AI to recognize. As a result,
motor elements can serve as a suitable intermediate rep-
resentation for BEEU, bridging the gap between low-level
movement features and emotion category labels.

However, previous BEEU studies have rarely incorpo-
rated motor elements into their approaches. Luo et al. 24

only used low-level movement features such as speed
and acceleration of various joints. Other approaches3,13,19

utilize techniques developed for video or action recognition,
directly inputting human movement videos into a video-
recognition network and predicting emotion categories
without considering motor element understanding.

In this work, we present a new paradigm for BEEU that
incorporates motor element analysis. Specifically, we use
deep neural networks to recognize motor elements and then
use them as intermediate features to recognize emotion.

To achieve this goal, the first challenge is to acquire
a motor elements dataset. Currently, there are no suitable
public datasets that we can use because deep learning
has not been widely utilized in prior studies on human
motor elements. Therefore, we created the BoME (Body
Motor Elements) dataset, consisting of 1,600 clips of human
movements with high-precision, expert-supplied movement
labels. We use the AVA video dataset17 as the video source
and applied the Laban Movement Analysis (LMA) system
to describe the motor elements. LMA, which was first
developed in the early 20th century in the dance commu-
nity, is now an internationally recognized framework for
describing and comprehending human bodily motions. It
characterizes human movements into five categories: Body,
Effort, Shape, Phrasing, and Space, and includes about a
hundred detailed elements. Based on the preliminary psy-
chological research on the relationship between LMA and
emotion,34,26,14 we selected eleven emotion-related LMA
elements to focus the annotation effort. We designed a
procedure for collecting the dataset and invited a Certified
Movement Analyst (CMA), an expert in LMA, to annotate
whether the LMA elements are present in the human move-
ment clips. Some examples of the BoME dataset are shown
in Figure 1. Further details on the BoME dataset can be
found in the Experimental Procedures section.

Using the established BoME dataset, we examine whether
deep neural networks can learn an effective representation
of human movement. We deploy several state-of-the-art
video recognition networks on BoME to estimate the
LMA elements and investigate the impact of factors such
as the video sampling rate and pre-training datasets on
network performance. The results show that these methods,
particularly the Video Swin Transformer23, perform well on
the BoME dataset, indicating that deep neural networks can
learn a suitable movement representation from BoME.

Finally, we conduct experiments to enhance BEEU by
using the BoME dataset as an additional source of super-
vision. We design a dual-branch, dual-task network called

C. Wu et al.: Preprint submitted to Elsevier Page 2 of 13

Bodily action is 
labeled with 
symbolic system 
based on Laban 
Movement Analysis 
and Bartenieff 
Fundamentals.

Categorical and 
continuous systems of 
emotion description 
are being leveraged.

Benchmarks for fairness 
(e.g., demographic 
composition) and quality 
(e.g., explanatory 
power) are planned.

Video source materials from produced 
media (e.g., movies) are mined from 
online repositories (e.g., YouTube) and 
cut into shorter clips of salient action. 
Pilot studies are being extended to 
create a very large and scalable system.

Multi-layer data collection from both 
experts in movement analysis as well as lay 
observers maximizes flexibility and 
efficiency of data collection and annotation.

Novel notation system, extending 
Labanotation and Motif, allows for 
more expressive and detailed 
annotations to be captured quickly.

Symbolic system of movement 
notation will enable symbolic 
reasoning about human 
movement in future AI systems.

We have an interdisciplinary PI 
team and are advised by 
members of industry and 
academia to help ensure this 
infrastructure follows state-of-
the-art knowledge across 
fields and serves broad needs 
for years to come.

Some of our greatest 
challenges, especially in 
robotics, rely on 
understanding bodily 
movements. These 
applications require 
embodied responses to 
embodied queries. 

Barcelona, June 3, 2022
LETTER OF COLLABO5ATION 

Dear NSF CCRI Program Officers and Panelist, 

If the proposal submitted by Professor Wang entitled “CCRI: New: An Open Data Infrastructure for Bodily 
Expressed Emotion Understanding” is selected for funding by the NSF, it is my intent to collaborate with the 
project by serving on the Advisory Board of the data infrastructure. I understand that the project will collect 
both video (RGB-D) data and Motion Capture data, from both online videos and with human subjects, to study 
human’s bodily expressed emotions and will provide raw data, 2-D and 3-D pose information, and Laban 
movement analysis information to the computer and information sciences and engineering research community. 

I am a long-term member of the computer vision, affective computing, and AI community, I am a Professor at 
Universitat Oberta de Catalunya (UOC) and a Research Affiliate at MIT Medialab. At MIT, I have collaborated 
with Profs. R. Picard and A. Torralba. At UOC I lead the Computer Vision group at UOC eHealth Research 
Center. I'm interested in these core CS technologies as well as applications to Health, social robotics and, more 
generally, AI for social good. My recent relevant publications are: 
• Kosti, R., Alvarez, J. M., Recasens, A., & Lapedriza, A. (2019). Context based emotion recognition using

EMOTIC dataset. IEEE Transactions on Pattern Analysis and Machine Intelligence, 42(11), 2755-2766.
• Bau, D., Zhu, J. Y., Strobelt, H., Lapedriza, A., Zhou, B., & Torralba, A. (2020). Understanding the role of

individual units in a deep neural network. Proceedings of the National Academy of Sciences, 117(48),
30071-30078.

I will work with other members of the Advisory Board to conduct Zoom or in-person regular evaluations of the 
project team’s work. We will provide the project team advice on what data to collect, how to collect data, how 
to ensure data quality, what user functions to provide through the infrastructure, how to properly organize data 
modeling competitions, long-term sustainability, and how to reach out to the global multidisciplinary research 
community that will be impacted by this NSF infrastructure. 

As one of the female members of the Board, I will also advise the team on AI fairness (particularly for balanced 
data collection) and broadening participation of the project to involve women and other underrepresented 
groups as both developers and users. 

Sincerely, 

Prof. Agata Lapedriza 
Universitat Oberta de Catalunya 
Rambla del Poblenou, 156,  
08018 Barcelona (Spain)   
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CISE Community Research Infrastructure (CCRI) Review Panel 
National Science Foundation 
2415 Eisenhower Avenue, Alexandria, Virginia 22314 
 

Tokyo, June 9th, 2022 
 
Dear NSF CCRI Program Officers and Panelist, 
 
If the proposal submitted by Professor Wang entitled “CCRI: New: An Open Data Infrastructure for 
Bodily Expressed Emotion Understanding” is selected for funding by the NSF, it is my intent to 
collaborate with the project by serving on the Advisory Board of the data infrastructure. I understand 
that the project will collect both video (RGB-D) data and motion capture data to study human expression 
of motion through body and will provide raw data, 2-D and 3-D pose information, and labeling rooted in 
Laban Movement Analysis to the computer and information sciences and engineering research 
community. 
 
My research expertise focuses on how to make robots that move in ways that are meaningful to humans 
in social settings, leveraging techniques from engineering as well as psychology and dance. Some of my 
publications of direct relevance to bodily expressed emotion understanding and data infrastructure are: 

• Venture, G., Kadone, H., Zhang, T., Grèzes, J., Berthoz, A., & Hicheur, H. (2014). Recognizing emotions 
conveyed by human gait. International Journal of Social Robotics, 6(4), 621-632. 

• Kulić, D., Venture, G., Yamane, K., Demircan, E., Mizuuchi, I., & Mombaur, K. (2016). Anthropomorphic 
movement analysis and synthesis: A survey of methods and applications. IEEE Transactions on 
Robotics, 32(4), 776-795. 

• G. Venture, D. Kulic, Robot expressive motions: a survey of generation and evaluation methods, ACM 
Transactions on Human-Robot Interaction, Vol. 8, No 4, a20, 2019. 

 
I will work with the other members of the Advisory Board to conduct Zoom or in-person regular 
evaluations of the project team’s work. We will provide the project team advice on what data to collect, 
how to collect data, how to ensure data quality, what user functions to provide through the infrastructure, 
and how to reach out to the global multidisciplinary research community that will be impacted by this 
NSF infrastructure. 
 
 
Sincerely, 
 
 
 
 
 
 
Dr. Gentiane Venture 
Professor 
The University of Tokyo  
Senior Editor 
IEEE Robotics and Automation Letters 
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June 3, 2022 
LETTER OF COLLABORATION 

CISE Community Research Infrastructure (CCRI) Review Panel 
National Science Foundation 
2415 Eisenhower Avenue, Alexandria, Virginia 22314 

Dear NSF CCRI Program Officers and Panelist, 

If the proposal submitted by Professor Wang entitled “CCRI: New: An Open Data Infrastructure for 
Bodily Expressed Emotion Understanding” is selected for funding by the NSF, it is my intent to collaborate with 
the project by serving on the Advisory Board of the data infrastructure. I understand that the project will 
develop a shared infrastructure and collect public datasets to study human bodily expressed emotions. The 
infrastructure and datasets will be made available freely to the computer and information sciences and engineering 
research community and researchers of other fields. 

Besides my current roles at the Houston Methodist Hospital, I have extensive R&D, production, and 
leadership experience in factory automation (Hewlett-Packard and AT&T Bell Laboratories), healthcare services 
and medical imaging (Harvard Medical School, Brigham and Women’s Hospital, UCSF, Philips Healthcare), and 
financial systems and trading (Charles Schwab). 

I will work with other members of the Advisory Board to conduct Zoom or in-person regular evaluations 
of the project team’s work. We will provide the project team advice on what data to collect, how to collect data, 
how to ensure data quality, what user functions to provide through the infrastructure, and how to reach out to the 
global multidisciplinary research community that will be impacted by this NSF infrastructure. I will also advise 
the team on potential healthcare and industrial applications for the data infrastructure. 

Sincerely, 

Stephen Wong, Ph.D., P.E. 
Chair Professor 
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June 3, 2022 
LETTER OF COLLABORATION 

CISE Community Research Infrastructure (CCRI) Review Panel 
National Science Foundation 
2415 Eisenhower Avenue, Alexandria, Virginia 22314 

Dear NSF CCRI Program Officers and Panelist, 

If the proposal submitted by Professor Wang entitled “CCRI: New: An Open Data Infrastructure for 
Bodily Expressed Emotion Understanding” is selected for funding by the NSF, it is my intent to collaborate with 
the project by serving on the Advisory Board of the data infrastructure. I understand that the project will 
develop a shared infrastructure and collect public datasets to study human bodily expressed emotions. The 
infrastructure and datasets will be made available freely to the computer and information sciences and engineering 
research community and researchers of other fields. 

Besides my current roles at the Houston Methodist Hospital, I have extensive R&D, production, and 
leadership experience in factory automation (Hewlett-Packard and AT&T Bell Laboratories), healthcare services 
and medical imaging (Harvard Medical School, Brigham and Women’s Hospital, UCSF, Philips Healthcare), and 
financial systems and trading (Charles Schwab). 

I will work with other members of the Advisory Board to conduct Zoom or in-person regular evaluations 
of the project team’s work. We will provide the project team advice on what data to collect, how to collect data, 
how to ensure data quality, what user functions to provide through the infrastructure, and how to reach out to the 
global multidisciplinary research community that will be impacted by this NSF infrastructure. I will also advise 
the team on potential healthcare and industrial applications for the data infrastructure. 

Sincerely, 

Stephen Wong, Ph.D., P.E. 
Chair Professor 
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CISE Community Research Infrastructure (CCRI) Review Panel 
National Science Foundation 
2415 Eisenhower Avenue, Alexandria, Virginia 22314 

June 15, 2022 

Dear Panelists and Program Directors, 

If the proposal submitted by Professor Wang entitled “CCRI: New: An Open Data Infrastructure 
for Bodily Expressed Emotion Understanding” is selected for funding by the NSF, it is our intent 
to collaborate with the project by serving on the industrial advisory board. In particular, we will 
participate in regular board meetings with the project PI Dr. Wang and some co-PIs on the 
project, listen to their report on the project progress, and advise the project team on data 
collection needs and dissemination strategies from an industrial perspective.  

The goal of our advisory role will be to help the project make a maximum impact to the 
computer vision and robotics, deep learning, social robotics and human behavior analysis, and 
ethics in computing research communities. We have been interacting with Dr. Wang in the 
recent couple of years on this research topic. We have also successfully collaborated in 
organizing and hosting the First International Workshop on Bodily Expressed Emotion 
Understanding (BEEU) in conjunction with the European Conference on Computer Vision this 
past August. 

Amazon Lab126 is an inventive research and development team within Amazon that designs 
and engineers high-profile consumer electronic devices. We design and engineer devices like 
Fire tablets, Kindle e-readers, Amazon Fire TV, Amazon Echo, and more. 

We look forward to the opportunity to support this project. 

Sincerely, 

Adam Fineberg, Ph.D.  
Senior Principal Engineer 
Amazon Lab126 
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June 3, 2022 

LETTER OF COLLABORATION 

CISE Community Research Infrastructure (CCRI) Review Panel 
National Science Foundation 
2415 Eisenhower Avenue, Alexandria, Virginia 22314 

Dear Panelists, 

If the proposal submitted by Professor Wang entitled “CCRI: New: An Open Data Infrastructure for Bodily 
Expressed Emotion Understanding” is selected for funding by the NSF, it is my intent to collaborate with the 
project by serving on the Industrial Advisory Board. In particular, I will participate in regular board meetings 
with the project PI Dr. Wang and some co-PIs on the project, listen to and evaluate their report on the 
project progress, and advise the project team on data collection needs and dissemination strategies from 
an industrial perspective.  

The goal of the Industrial Advisory Board’s role will be to help the project make a maximum impact on 
computer vision and robotics, deep learning, affective computing, social robotics, and human behavior analysis, 
and ethics in computing research communities. We will also work with the team to help promote student 
internships, capstone design projects, etc. to the user groups of the data infrastructure to amplify stakeholder 
broader impacts. As a woman, minority researcher and industrial development manager, my role in the 
Industrial Advisory Board will also be to enhance the diversity of participation for the project by women 
and underrepresented minorities. 

I have been an active researcher in the fields of affective computing, computer vision, and data science. I have 
participated in the First International Workshop on Bodily Expressed Emotion Understanding (ECCV/BEEU) 
organized by the planning team, gave an invited speech, and served as a panelist. At Adobe, creativity is in our 
DNA. Our game-changing innovations are redefining the possibilities of people’s digital experiences. We 
connect content and data and introduce new technologies that democratize creativity, shape the next generation 
of storytelling, and inspire entirely new categories of business. 

Sincerely, 

Xin Lu, Ph.D. 
Sr. Engineering Manager 
Adobe Inc 
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LETTER OF COLLABORATION 

CISE Community Research Infrastructure (CCRI) Review Panel 
National Science Foundation 
2415 Eisenhower Avenue, Alexandria, Virginia 22314 

June 8, 2022 

Dear NSF Program Directors and Panelists, 

If the proposal submitted by Professor Wang entitled “CCRI: New: An Open Data Infrastructure for Bodily 
Expressed Emotion Understanding” is selected for funding by the NSF, it is our intent to collaborate with 
the project by serving on the Advisory Board for the proposed data infrastructure. In particular, we will 
participate in regular board meetings with the project PI Dr. Wang and some co-PIs on the project, listen to 
their report on the project progress, and advise the project team on data collection needs and dissemination 
strategies from an industrial perspective. We will also advise the team on long-term sustainability strategies. 
We will help the team define metrics to evaluate efficacy and significance of the data infrastructure. 

The goal of our advisory role will be to help the project make a maximum impact to the computer vision 
and robotics, affective computing, deep learning, social robotics and human behavior analysis, and ethics 
in computing research communities. We will work with other members of the Advisor Board and the project 
team to ensure that taxpayers’ investment in this project will reach its broadest impact. 

For 75 years, IBM Research has been propelling innovation for IBM, from the first programmable 
computers to the quantum computers of today. Our vision for today’s AI is that enterprises need AI that is 
fluid and adaptable, capable of applying knowledge acquired for one purpose to new domains and 
challenges. They need AI that can combine different forms of knowledge, unpack causal relationships, and 
learn new things on its own. 

I am a seasoned researcher in the field of multimedia and affective computing. Over the years I have 
participated in several research initiatives related to modeling of aesthetics and emotions in images and 
video. My work on emotion modeling using audio and visual cues lead to the creation of the first ever AI 
driven movie trailer for a 20th Century Fox movie Morgan released in 2016. This work received the Best 
Brave New Ideas award at ACM Multimedia 2017 and also the prestigious IBM Pat Goldberg Memorial 
Best Paper Award in 2018. 

We look forward to the opportunity to collaborate and support this project. 

Sincerely, 

Dhiraj Joshi, PhD 
Senior Research Scientist, IBM Thomas J. Watson Research Center 
Phone: 814-574-6259, Email: djoshi@us.ibm.com 
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LETTER OF COLLABORATION

CISE Community Research Infrastructure (CCRI) Review Panel
National Science Foundation
2415 Eisenhower Avenue, Alexandria, Virginia 22314

June 3, 2022

Dear NSF Panel and Program Directors,

If  the  proposal  submitted  by  Professor  James  Wang  entitled  "CCRI:  New:  An  Open  Data 
Infrastructure for Bodily Expressed Emotion Understanding" is selected for funding by the NSF, 
it  is my intend to collaborate with the project by serving on the industrial advisory board. In 
particular, I will participate in annual board meetings with the project PI Dr. Wang and some co-
PIs,  listen  to  their  report  on  the  project's  progress,  and  advise  the  project  team on  data 
collection needs for the Human-Robot Interaction (HRI) and Human-Machine Interaction (HMI) 
areas and dissemination strategies from an industrial perspective.

The goal of our advisory role will be to help the project make a maximum impact on industrial 
robotics,  computer vision,  deep learning,  human behavior  analysis,  and ethics in computing 
research  communities.  We  will  help  the  team  design  to  do  data  collection  for  HRI/HMI, 
especially for industrial warehouse robotics domains—areas of our expertise. We will also help 
the  project  team  identify  suitable  industrial  internship  opportunities  in  the  robotics  R&D 
community.

Dexterity helps people thrive and grow by freeing them to do work that humans do best. We 
focus on AI, machine learning, and platform-based robotic intelligence for warehouse robotics to 
make warehouses more productive, efficient,  and safe. During the COVID-19 pandemic, our 
robots have been used to pack food to help avoid supply disruptions. We were reported in the 
news, e.g., in the Fortune magazine, Jonathan Vanian, “The robots that pack bread during the 
pandemic,” Fortune, July 21, 2020.

We look forward to the opportunity to support this project.

Sincerely,

Farshid Farhat, Ph.D. 
Roboticist 
Dexterity, Inc.

Page 141 of 186

TPI: 64580

  Siemens Technology 

Letter to Funder F-304-05-02 Page 1 of 1 
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Restricted © Siemens Corporation 2015. 
All Rights Reserved.  

January 15, 2021 

CISE Community Research Infrastructure (CCRI) Review Panel 
National Science Foundation 
2415 Eisenhower Avenue  
Alexandria, Virginia 22314 

Dear Panelists, 

Located in Princeton, New Jersey, Siemens Technology (ST) is one of several world-class central research 
and development labs within Siemens Technology. Our hundreds of research scientists and software 
engineers provide technological solutions to the global family of Siemens’ businesses. We also work closely 
with Siemens’ customers, government agencies, universities, and other organizations. 

If the proposal submitted by Professor Wang entitled “CCRI: New: An Open Data Infrastructure for Bodily 
Expressed Emotion Understanding” is selected for funding by the NSF, it is our intent to collaborate with 
the project by serving on the industrial advisory board. In particular, an ST employee may participate in 
regular board meetings with the project PI Dr. Wang and some co-PIs on the project, listen to their report 
on the project progress, and advise the project team on data collection needs and dissemination strategies 
from an industrial perspective. The goal of our advisory role will be to help the project make a maximum 
impact to the computer vision and robotics, deep learning, affective computing, social robotics and human 
behavior analysis and ethics in computing research communities.  

Importantly for Siemens, working with experts in the movement arts provides an inroad to interpreting social 
behavior of factory workers and developing similar social strategies, enacted through artificially-generated 
movements, for collaborative robots. Understanding the content of bodily expressed emotion is a key 
factory in developing culturally-sensitive and collaborative systems in our factory automation world-wide.  
However, to-date, this field lacks critical benchmarking tools that allow one method to be compared to 
another, complicating the process of putting robust systems into industrial production. 

We look forward to the opportunity to collaborate with this project. 

Sincerely, 

Virginie Maillard  Marion Gornik  
Head of Siemens Technology Head of Finance, Siemens Technology 

/HWWHU RI &ROODERUDWLRQ
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Jungseock Joo  
Assistant Professor 

Department of Communication 
University of California, Los Angeles 

jjoo@comm.ucla.edu 
LETTER OF COLLABORATION 

 
December 8, 2021 
 
Dear NSF CCRI Program Officers and Panelist, 
 
If the proposal submitted by Professor Wang entitled “CCRI: New: An Open Data Infrastructure for Bodily 
Expressed Emotion Understanding” is selected for funding by the NSF, it is my intent to collaborate with the 
project by serving as an advisor to the project team to provide feedback and advice on developing an 
infrastructure that will be useful to the computational social science community. I understand that the project 
will collect both video (RGB-D) data and Motion Capture data to study human’s bodily expressed emotions and 
will provide raw data, 2-D and 3-D pose information, and Laban movement analysis information to the computer 
and information sciences and engineering research community. 
 
I am an assistant professor in the Department of Communication at UCLA. I received my undergraduate and 
graduate education in computer science. I am funded by both the NSF’s RIDIR (Resource Implementations for 
Data Intensive Research in the Social, Behavioral and Economic Sciences) and NRI (National Robotics Initiative) 
programs. My research is at the intersection of computational social science, computer vision, and AI. My 
research applies the latest AI and vision techniques to political and social event analysis. I am also interested in 
ethics and fairness in AI and computer vision. My recent publication in this area has generated high impact: 

K. Karkkainen and J. Joo, “FairFace: Face Attribute Dataset for Balanced Race, Gender, and Age for 
Bias Measurement and Mitigation”, in Proceedings of the IEEE/CVF Winter Conference on 
Applications of Computer Vision, pp. 1548–1558, 2021. 

 
I have participated recently in the Bodily Expressed Emotion Understanding (BEEU) workshop organized by 
Professor Wang and his colleagues at the European Conference on Computer Vision. I am excited to hear about 
this newly proposed emotion understanding data infrastructure. Because it will enable researchers like myself to 
explore new research at the intersection of computational social science and computer vision that was not possible 
currently, I am glad to get involved and make contributions. I believe my prior work in ethics and fairness in AI 
and computer vision and my background in robotics will allow me to help guide the project team to develop an 
infrastructure that will be balanced in terms of race, gender, and age, and be useful to the computer science and 
computational social science communities. I look forward to collaborating and supporting this project.  
 
Sincerely, 

 

Jungseock Joo 
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College of Family and Consumer Sciences 
Department of Financial Planning, Housing and Consumer Economics 

Commit to Georgia | give.uga.edu 
An Equal Opportunity, Affirmative Action, Veteran, Disability Institution 

CISE Community Research Infrastructure (CCRI) Review Panel 
National Science Foundation 
2415 Eisenhower Avenue, Alexandria, Virginia 22314 

December 20, 2021 

To whom this letter may concern: 

If the proposal submitted by Professor Wang entitled “CCRI: New: An Open Data Infrastructure for 
Bodily Expressed Emotion Understanding” is selected for funding by the NSF, it is my intent to 
collaborate with the project by serving as one of the early adopters of the data infrastructure and to 
provide feedback and advice on developing an infrastructure that will be useful to the 
computational social science and visual communication communities. I understand that the project 
will collect both videos (RGB-D) data and Motion Capture data to study human’s bodily expressed 
emotions and will provide raw data, 2-D and 3-D pose information, and Laban movement analysis 
information to the computer and information sciences and engineering research community. 

I am an assistant professor in applied consumer analytics and strategic communication in the Department 
of Financial Planning, Housing and Consumer Economics at the University of Georgia. I received my 
Ph.D. from the Annenberg School for Communication, University of Pennsylvania. My research is at the 
intersection of computational social science, visual communication, and media effects. My research 
applies cutting-edge computer vision methods to investigate the production and effects of visual messages 
across different communication contexts. I am also interested in science communication, especially public 
perceptions of artificial intelligence technologies, such as self-driving cars.  

I have received and used the Image Stimuli for Emotion Elicitation (ISEE) and EmoSet emotion 
understanding datasets developed by Professor Wang’s research group, as a result of their earlier NSF 
funded project. I am excited to hear about this newly proposed emotion understanding data infrastructure. 
Because it will enable researchers like myself to explore new research at the intersection of computational 
social science and computer vision that was not possible currently, I am glad to get involved. 

I look forward to collaborating and supporting this project. 

Sincerely, 

Yilang Peng 
Assistant Professor 
University of Georgia 

/(77(R�2)�&2//$%2R$7,21
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University of Oulu 
Faculty of InformationTechnology  
and Electrical Engineering 
Center for Machine Vision and Signal Analysis 
P.O. Box 4500 
FI-90014 University of Oulu 
www.oulu.fi/cmvs 

LETTER OF COLLABORATION 

CISE Community Research Infrastructure (CCRI) Review Panel 
National Science Foundation 
2415 Eisenhower Avenue, Alexandria, Virginia 22314 

January 7, 2022 

To whom this letter may concern: 

If the proposal submitted by Professor Wang entitled “CCRI: New: An Open 
Data Infrastructure for Bodily Expressed Emotion Understanding” is selected 
for funding by the NSF, it is my intent to collaborate with the project by 
serving as one of the early adopters of the data infrastructure and to pro-
vide feedback and advice on developing an infrastructure that will be 
useful to the global emotion AI and computer vision communities. I un-
derstand that the project will collect both video (RGB-D) data and Motion 
Capture data to study human’s bodily expressed emotions and will provide 
raw data, 2-D and 3-D pose information, and Laban movement analysis in-
formation to the computer and information sciences and engineering research 
community. 

I am an Academy Professor with Academy Finland and the University of 
Oulu. I have authored or co-authored more than 270 papers in journals and 
conferences. My research focuses on emotion AI. Among my several Euro-
pean-funded projects, I am the PI of the project Emotion AI (https://emotion-
ai.rahtiapp.fi), which has been funded for about €2.4M. My research group 
has developed and released several computer vision and affective computing 
datasets (e.g., OuluVS, Oulu-CASIA, SPOS). As a seasoned researcher in 
emotion AI research, I believe a primary challenge in the field is to have a 
carefully developed, shared, extensive data infrastructure where re-
searchers like myself can use to develop, share, and compare data and 
models with other researchers. Because of the subjective and multidiscipli-
nary nature of the topic, however, developing such infrastructure has never 
been easy. 

As a female ethnic-minority computer vision researcher, I will also help 
Dr. Wang and the project team ensure that the data infrastructure will 
provide balanced data with respect to gender and ethnicity. 

I look forward to collaborating and supporting this project. 

Sincerely, 

Sincerely, 
Guoying Zhao 

Academy Professor 
Faculty of Information Technology and Electrical Engineering 
FI-90014 University of Oulu, Finland 
guoying.zhao@oulu.fi 
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LETTER OF COLLABORATION 

January 6, 2022 

Dear Review Panel for the NSF: 

If the proposal submitted by Professor Wang entitled “CCRI: New: An Open Data 
Infrastructure for Bodily Expressed Emotion Understanding” is selected for funding by the NSF, 
it is my intent to collaborate with the project by serving as one of the early adopters of the 
data infrastructure and to provide feedback and advice on developing an infrastructure 
that will be useful to the international AI, affective computing, computer vision, and 
smart health communities. I will also provide expertise in multimodal emotion analysis 
and recognition using machine learning. I understand that the project will collect both video 
(RGB-D) data and Motion Capture data to study human’s bodily expressed emotions and will 
provide raw data, 2-D and 3-D pose information, and Laban movement analysis information to 
the computer and information sciences and engineering research community. 

I am a Professor at College of Information Science and Engineering at the Ritsumeikan 
University. My research group has conducted research recently in smart health area, especially 
related to identifying depression. Example recent publications of my group are: 

• Liu, J. Q., Huang, Y., Huang, X. Y., Xia, X. T., Niu, X. X., Lin, L., & Chen, Y. W. (2020).
Dynamic facial features in positive-emotional speech for identification of depressive
tendencies. In Innovation in Medicine and Healthcare (pp. 127-134).

• Zhuang, Y., Lin, L., Tong, R., Liu, J., Iwamoto, Y., & Chen, Y. W. (2020). G-GCSN:
Global Graph Convolution Shrinkage Network for Emotion Perception from Gait. In
ACCV Workshops (pp. 46-57).

• Liu, J., Huang, Y., Chai, S., Sun, H., Huang, X., Lin, L., & Chen, Y. W. (2022).
Computer-Aided Detection of Depressive Severity Using Multimodal Behavioral Data. In
Handbook of Artificial Intelligence in Healthcare (pp. 353-371).

Based on my decades of research in this area, I believe an important obstacle in research in 
this area is a lack of suitable shared datasets to enable the R&D community. I look forward to 
collaborating and supporting this project.  

Sincerely, 

Yen-Wei Chen 
Professor 

College of Information Science and Engineering, 
Ritsumeikan University, 1-1-1 Nojihigashi, Shiga, 525-8577, Japan 
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LETTER OF COLLABORATION 

CISE Community Research Infrastructure (CCRI) Review Panel 
National Science Foundation 
2415 Eisenhower Avenue, Alexandria, Virginia 22314 

December 15, 2021 

To whom this letter may concern: 

If the proposal submitted by Professor Wang entitled “CCRI: New: An Open Data 
Infrastructure for Bodily Expressed Emotion Understanding” is selected for funding by 
the NSF, it is our intent to collaborate with the project by serving as one of the initial 
users of the data infrastructure. We understand that the project will collect both videos 
(RGB-D) data and Motion Capture data to study human’s bodily expressed emotions 
and will provide raw data, 2-D and 3-D pose information, and Laban movement 
analysis information to the computer and information sciences and engineering 
research community. 

At the Applied Computing Group of the Department of Informatics, University of 
Almeria, Spain, we have been conducting research in large-scale software systems, 
human-computer interaction, and smart cities, funded by the European Union. We are 
interested in advancing the understanding of human behaviors through computer 
programs. This data infrastructure will provide researchers and students of our program 
access to valuable datasets of unprecedented scale and comprehensiveness.  

As one of the initial users, we will be pleased to provide the CCRI project team with 
input in the design and implementation of the infrastructure, with the goal that the data 
they collect will be useful to researchers who conduct research in smart cities and 
human-computer interaction. I will also offer my expertise in software engineering and 
large-scale systems. 

We look forward to the opportunity to collaborate and support this project. 

Sincerely, 

Luis Iribarne 
Professor in CS, Engineering & Software Technologies 
Applied Computing Group 
University of Almería (SPAIN) 
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Insight Centre for Data Analytics 
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Dublin City University, Glasnevin, Dublin 9, Ireland. 

Tel.: +353 (1) 7005262 Email: Alan.Smeaton@DCU.ie 
Web:  www.computing.dcu.ie/~asmeaton 

LETTER OF COLLABORATION 

CISE Community Research Infrastructure (CCRI) Review Panel 
National Science Foundation 
2415 Eisenhower Avenue, Alexandria, Virginia 22314 

22nd June, 2022 

Dear NSF CCRI Program Officers and Panellist, 

If the proposal submitted by Professor Wang entitled “CCRI: New: An Open Data Infrastructure for 
Bodily Expressed Emotion Understanding” is selected for funding by the NSF, it is my intent to 
collaborate with the project by serving on the Advisory Board of the data infrastructure. I understand 
that the project will collect both video (RGB-D) and motion capture data to study humans’ bodily 
expressed emotions and will provide raw data, 2-D and 3-D pose information, and Laban movement 
analysis to the computer and information sciences and the engineering research communities. 

I am a long-term member of the multimedia community, I have been a Full Professor of Computing 
for almost 25 years, Chair of my School twice, and Executive Dean of my Faculty. I served as the 
Chair of ACM SIGMM, the ACM Special Interest Group with responsibility for multimedia information 
processing. My relevant experience includes being the founder of TRECVid, the Centre for Digital 
Video Processing, and co-founder of the Insight Centre for Data Analytics at Dublin City University, 
one of the largest publicly-funded research centres in this area in Europe. My publications of direct 
relevance to this proposed data infrastructure project are: 

• Smeaton, A. F., Over, P., & Kraaij, W. (2009). High-level feature detection from video in
TRECVid: a 5-year retrospective of achievements. In Multimedia Content Analysis (pp. 1-24).
Springer, Boston, MA.

• Gurrin, C., Smeaton, A. F., & Doherty, A. R. (2014). Lifelogging: Personal big data.
Foundations and Trends in Information Retrieval, 8(1), 1-125.

• Doherty, A. R., Hodges, S. E., King, A. C., Smeaton, A. F., et al. (2013). Wearable cameras
in health: the state of the art and future possibilities. American Journal of Preventive
Medicine, 44(3), 320-323.

I will work with other members of the Advisory Board to conduct Zoom or in-person regular 
evaluations of the project team’s work and outputs. We will provide the project team with advice on 
what data to collect, how to collect it, how to ensure data quality, what user functions to provide 
through the infrastructure, how to properly organize benchmarking activities in data modeling, and 
how to reach out to the global multidisciplinary research community that will be impacted by this NSF 
infrastructure. 

Yours Sincerely, 

___________________________________________ 
ALAN F. SMEATON M.SC, PHD, MRIA, FIEEE, PFHEA, FICS 
Professor of Computing 
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LETTER OF COLLABORATION

CISE Community Research Infrastructure (CCRI) Review Panel
National Science Foundation
2415 Eisenhower Avenue, Alexandria, Virginia 22314

06/14/2021

Dear NSF Program Officers and Panelists:

If the proposal submitted by Professor Wang entitled “CCRI: New: An Open Data Infrastructure for Bodily
Expressed Emotion Understanding” is selected for funding by the NSF, it is our intent to collaborate with the
project by serving as one of the initial users of the data infrastructure. We understand that the project will collect
both video (RGB-D) data and Motion Capture data to study human’s bodily expressed emotions and will provide
raw data, 2-D and 3-D pose information, and Laban movement analysis information to the computer and
information sciences and engineering research community.

At the Intelligent Robotics and Automation Laboratory (IRAL) of the National Technical University of Athens
(NTUA), we conduct research in human-robot interaction, machine learning, assistive robotics, computer vision,
among other topics. Our laboratory also has a team that specializes in affective computing research led by Mr.
Panagiotis Filntisis. In August 2020, the team participated in the First International Workshop on Bodily
Expressed Emotion Understanding (BEEU) at the European Conference on Computer Vision (ECCV), organized
by Dr. Wang and his colleagues, and won the data modeling competition using the BoLD dataset. The title of the
corresponding paper is “Emotion Understanding in Videos Through Body, Context, and Visual-Semantic
Embedding Loss”, authored by Panagiotis Filntisis, Niki Efthymiou, Gerasimos Potamianos, and Petros Maragos
(can be found at Proc. ECCVW 2020).

We are interested in substantially expanding the research in this area through using a much more comprehensive
and larger dataset to be developed under this CCRI project. Based on using the new data infrastructure, we will
provide the CCRI project team with input to help with the design and implementation of the infrastructure. We
are also interested in participating in data modeling challenges. The goal is to make the infrastructure beneficial
for the global robotics and computer vision research community.

We look forward to the opportunity to collaborate with and support the team of  this project.

Sincerely,

Petros  Maragos
Professor and Director of NTUA's Intelligent Robotics and Automation Lab,
Head of the Computer Vision, Speech Communication, and Signal Processing Group.
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LETTER�OF�COLLABORATION

-XQH �0, 202�

Dear Review Panel for the NSF:

If the proposal submitted b\ Professor Wang entitled ³CCRI: New: An Open Data 
Infrastructure for Bodil\ E[pressed Emotion Understanding´ is selected for funding b\ the NSF, 
it is m\ intent to collaborate with the project b\ serving as one�of�the�earl\�adopters�of�the�
data�infrastructure�and�to�provide�feedback�and�advice�on�developing�an�infrastructure�
that�Zill�be�useful�to�the�affective�computing�and�computer�vision�communities.�I�Zill�
also�provide�e[pertise�in�facial�and�bod\�anal\sis�using�machine�learning.�I understand 
that the project will collect both video (RGB-D) data and Motion Capture data to stud\ human¶s 
bodil\ e[pressed emotions and will provide raw data, 2-D and 3-D pose information, and Laban 
movement anal\sis information to the computer and information sciences and engineering 
research communit\.

I am a facult\ member in the School of Computer Science at Fudan Universit\. M\ current 
research is in computer�vision�applications�in�smart�cities. M\ research group have 
conducted research in related areas including microe[pression anal\sis, gait anal\sis, and 
crowd scene anal\sis from images and video. E[ample recent publications are:
� Ben, Xian\e, Yi Ren, Junping Zhang, Su-Jing Wang, Kidi\o Kpalma, Wei[iao Meng, and

Yong-Jin Liu. Video-based Facial Micro-E[pression Anal\sis: A Surve\ of Datasets,
Features and Algorithms. IEEE TUaQVacWLRQV RQ PaWWeUQ AQaO\VLV aQd MachLQe IQWeOOLgeQce
(2021).

� Chao, Hanqing, Kun Wang, Yiwei He, Junping Zhang, and Jianfeng Feng. GaitSet: Cross-
view Gait Recognition through Utili]ing Gait as a Deep Set. IEEE TUaQVacWLRQV RQ PaWWeUQ
AQaO\VLV aQd MachLQe IQWeOOLgeQce (2021).

� Yukun Tian, Yiming Lei, Junping Zhang, James Z. Wang. PaDNet: Pan-Densit\ Crowd
Counting. IEEE TUaQVacWLRQV RQ IPage PURceVVLQg, vol. 29, pp. 2714-2727, 2019.

� Feng Xu, Junping Zhang, James Z. Wang. Microe[pression Identification and
Categori]ation using a Facial D\namics Map. IEEE TUaQVacWLRQV RQ AffecWLYe CRPSXWLQg,
vol. 8, no. 2, pp. 254-267, 2017.

� Zhi]hong Huang, Junping Zhang, Hongming Shan. When Age-Invariant Face Recognition
Meets Face Age S\nthesis: A Multi-task Learning Framework. In CVPR (oral), 2021.

I look forward to collaborating and supporting this project.

Sincerel\,

Junping Zhang
Professor
School of Computer Science
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The University of Chicago 
Booth School of Business 
5807 South Woodlawn Avenue 
Chicago, Illinois 60637 

 
LETTER OF COLLABORATION 

CISE Community Research Infrastructure (CCRI) Review Panel 
National Science Foundation 
2415 Eisenhower Avenue, Alexandria, Virginia 22314 
 
December 15, 2021 
 
Dear NSF CCRI Program Officers and Panelists, 
 
If the proposal submitted by Professor Wang entitled “CCRI: New: An Open Data 
Infrastructure for Bodily Expressed Emotion Understanding” is selected for funding by the 
NSF, it is my intent to collaborate with the project by serving on the Advisory Board of the 
data infrastructure. I understand that the project will collect both video (RGB-D) data and 
Motion Capture data to study human’s bodily expressed emotions and will provide raw data, 2-
D and 3-D pose information, and Laban movement analysis information to the computer and 
information sciences and engineering research community. 
 
My research expertise focuses on how humans perceive, evaluate, and make sense of the social 
world. My research uses multiple methods: from behavioral experiments to building of 
computational models. My publications of direct relevance to bodily expressed emotion 
understanding and data infrastructure are: 

• Aviezer, H., Trope, Y., & Todorov, A. (2012). Body cues, not facial expressions, 
discriminate between intense positive and negative emotions. Science, 338, 1225–1229. 

• Martinez, J. E., Funk, F., & Todorov, A. (2020). Quantifying idiosyncratic and shared 
contributions to judgment. Behavior Research Methods, 52, 1428-1444. 

 
I will work with other members of the Advisory Board to conduct Zoom or in-person regular 
evaluations of the project team’s work. We will provide the project team advice on what data to 
collect, how to collect data, how to ensure data quality, what user functions to provide through 
the infrastructure, and how to reach out to the global multidisciplinary research community 
that will be impacted by this NSF infrastructure. 
 
Sincerely Yours, 

 
Alexander Todorov 
Leon Carroll Marshall Professor of Behavioral Science and Rosett Faculty Fellow 

Page 133 of 186

TPI: 64580

Happiness

Play
Contentment

Pride

Embarrassment

Sadness

Disgust/Aversion
Fear

Anger

Guilt
Shame

Dismay
Grief

Suffering

Boredom
Revulsion Surprise

Panic

Terror

Annoyance
Frustration

Hostility

Individual


