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Introduction
• Embodied AI research benefited from simulation benchmarks

• Most simulation benchmarks have limited diversity & realism

BEHAVIOR-1K is a comprehensive simulation benchmark for 
human-centered robotics that includes the following:


• Extensive survey: “what do you want robots to do for you?”

• BEHAVIOR-1K Dataset: a knowledge-base of 1K crowd-

sourced activity definitions with relevant objects & 
properties + a repository of 3D assets with rich annotations


• OmniGibson: a state-of-the-art 3D environment that 
provides realistic physics simulation and rendering of 
complex phenomenon (e.g. fluid, cloth, soft body, etc)


Goal: benchmark complex, diverse household activities 
grounded in human needs in realistic simulation

Main Contributions

BEHAVIOR-1K Dataset

OmniGibson

Experimental Evaluation

Sim2Real Study

Survey

Large-scale crowdsourced survey: rank household activities

• 1412 participants with representative demographics

• 1990 activities sourced from time-use surveys & WikiHow

• 50 ten-point Likert scale responses per activity

• Diverse human needs & meaningful preference distribution

Diverse knowledge-base and richly annotated 3D assets

• BDDL: flexible init/goal conditions and infinite instantiations

• 50 high-quality, fully interactive scenes; 8 scene types

• 5000+ object models; 1200+ object categories

Realistic 3D simulation environment for robot learning

• Complex physical properties & phenomenon

• Real-time, high-quality ray-traced rendering

• Extensive observation modalities and actuation modes

• Modular, easy-to-use APIs (OpenAI-gym) for customization

Store Decoration Collect Trash Clean Table

Primitives: Pick, Place, Open, Toggle, Navigate, Dip, Wipe
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Benchmarking current SOTA RL methods on BEHAVIOR-1K

• 3 representative activities: rigid, articulated, fluid, and cloth

• 3 RL policies with/without action primitives and memory

• Action primitives & memory helps task success & efficiency

Proof of concept demonstrates utilities for real-world robotics 

• Digital twins with near-identical robots, objects, and lighting

• Zero-shot policy transfer leads to partial success (0.64 cup)

• Actuation domain gap causes grasping & placing failures

• Visual domain gap causes policy & object detection failures

What robots can do What humans want?
An ideal simulation benchmark should be

• Human-centered: based on human needs, goals and values

• Diverse: the diversity of tasks, scenes, objects, scenarios is 

key to generalization in the messy, unpredictable real-world

• Realistic: the realism of simulation is necessary for sim2real 

policy transfer that involves complex dynamics & visuals

http://behavior.stanford.edu

